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RANDOM VARIABLE - BASIC CONCEPTS

1. A drunk wanders out of a bar thoroughly inebriated. At each step he will move to the
right one (1) meter with probability p or to the left one meter with P = 1 — p. How many
meters from the entrance to the bar do you expect the drunk to be after n steps?

X, — # of meters after n steps; E(X) of a single step is (two-way RV)
EX)=1xp+(-1)x(1—-p) =2p—1

E(Xy) = 2in E(X) =205, 20 — 1= n(2p = 1).
Mark: forp=1/2 FE(X,)=0

2. Show that F(aX) = aE(X) if a is a constant and X is a continuous or discrete RV
(consider both cases).

Show also VAR(aX) = a*VAR(X).

VAR(aX +b) = E ([(aX + b)?]) — [E(aX +b)]* = a*F(X)*+ 2abE(X) + b* — *E(X)* —
2ubE(X) — 12 = ?E(X)? — a? B(X)? = a®V AR(X).

Once you perform the necessary (and simple) calculations think — were they really nec-
essary? The results can be justified by simple argumentation.

3. A sample consists of results: 2,3,3,4,4,4,5,5,5,6,6,7. Compute: (a) u; (b) 0.
4.5 AND 1.9

4. A discrete random variable X has the probability function :

z; 2 [-1 ]2 [5
P(X=1;,)]03/01]02]04

(a) sketch the cumulative distribution of X ; (b) calculate the mean and variance for two
random variables: U = 2X — 3 and V = 2X?. Comment on p(U = u;) and p(V = wv)
values.
E(U)=04; VARU)=3684  B(V)=242 VAR(V)=446.76
mark: in the case of V-variable the two different values of X (—2, 2) are mapped into a
single V' (8). Thus:

PV =8 =PX=-2)+PX=-2)

5. The probability density function of the random variable X is given by:

0 for —co<z<0
f(z) =X sinz for 0<z<3gm
0 for %71’<£L‘<OO

Find the cumulative distribution F(z) and calculate P(1/67 < x < 1/3m).
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10.

Sketch the graphs of probability density function and cumulative distribution function
and read out the calculated P from the graphs.

F(w):/oxf(x)dle—cosx xﬁ%w.

P(1/6m <z <1/3m)=1(V/3-1)

A continuous random variable has a wuniform distribution, i.e. its probability density
function is constant in the whole interval. For example

flxy=C  for z€]0.,2]
(a) find the value of the constant C'.

(b) Calculate the expected value F(X) and variance VAR(X).
C=1/2;, E(X)=1; VAR(X)=1/3

Given that the RV X has the probability density function
1
f(z)zﬁ(xjtl) when —1<z<1
and f(z) = 0 elsewhere, calculate the expected value of X and the variance of X.
1/3 and 2/9

Given that the RV X has the density probability function
1
f(r)=—= when —V3<X <3

and f(z) = 0 elsewhere, compute P (|X| > 2) and P (]X| > 2). Compare these proba-
bilities with the upper bounds given by the Chebyshev’s inequality.
We have p =0 (by symmetry); and 0 = ... = 1; c?=10%/12=4x3/12=1

We have P (| X| > 3) < W =2 (Chebyshev) and 1-—+v/3/2~ 0.134 (computations).

(
The second question: P (|X]| > 2) < (1/12)2 = 1 (Chebyshev) but the real P is zero! (2

is outside the interval!)

Use the Chebyshev’s inequality to find the lower bound on P(—4 < X < 20), where X is
a RV with mean p = 8 and variance o2 = 9.

In accordance with the Chebyshev’s inequality: P(X > 20 or X < —4) < 1/4% =
1/16; hence P(—4 < X < 20) > 15/16.

If X follows a discrete uniform distribution ie. P(X =i) i=1,2,...,.N—1,N =
find F(X) and o?(X).

p=(N+1)/2 and 0? = (N* —1)/12

Hint: use the formula Zgzl X? = w (by the way, would you know how to
justify this formula?).



